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Abstract- Face recognition can have considerable significance to factual globe requisition (supplication) for instance video 

scrutiny, personage system evolvement, privacy & security system. A comparatively deep neural network provides better 

performance results in terms of accuracy & processing time. The introduced system based on a convolutional neural network 

(CNN) proposes enhanced building blocks by having normalization computation at the layers & it supplies speed-up to the 

system. The proposed CNN model utilizes to draw-out distinct features of face &ReLU used to classify faces into CNN fully 

connected layer. The experimental result showed that the proposed system achieved better performance result with enhanced 

face recognition security. 
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I. INTRODUCTION 

In today’s society, the security of biometric images is one of 

the challenges. It can be one of the physical traits by which 

intelligent devices recognize a human being. Face 

recognition is the procedure of identifying the face of 

individuals by using a relevant system. Face recognition 

emerges as an improved personage identification technique 

because of its non-invasive behavior as compared to other 

biometric methods. In an unrestricted surrounding, face 

recognition can be effortlessly examined [16]. 

It can be surveyed that CNN is used as a recognition system. 

Conventional techniques based on the facile acquisition can 

lead to many issues such as pose estimation, occlusion, 

positioning, lighting, etc. These techniques only make use of 

some listed features of images [13]. And CNN based 

techniques make better extraction of complex features of 

faces. At the time of face recognition, distinct images of the 

human can be captured at different orientations and with a 

change in pose [12]. With the help of previously stored 

images captured picture being compared and result 

formulated. And it can ratify that this is relevant to a certain 

field of science, commerce, and administration. 

Deep neural network classified into different approaches 

such as CNN (Convolutional neural network), RNN 

(Recurrent neural network), LSTM (Long short-term 

memory), encoder-decoder CNN, etc. [11]. And CNN can 

be largely used for images, whereas RNN and LSTM used 

for videos.CNN is one of the primarily used for face 

recognition systems as well as in other applications like 

handwriting recognition [7]-[10]. CNN is a type of artificial 

intelligence in which, after utilizing convolution algorithm, 

features can be extracted.  

There are several pre-trained models of CNN such as 

Google Net, ResNet, VGGNet, etc. CNN input direct image 

and vigorous to the certain transformation such as location, 

scaling, rotation of pictures [9]. And CNN is also used as a 

classifier rather than a feature extractor. There are different 

classifiers such as SVM (Support Vector Machine), 

SoftMax, neural network, decision tree, etc. The main 

contribution of the proposed technique can be acquiring the 

impactful method with better performance. The proposed 

technique introduced improved CNN building blocks 

relatively with the layer Normalization process. And phase 

named as pre-processing, feature extractor and 

classification. In pre-processing, transparency and color 

transformation performed, followed by scaling and resizing. 

In feature extraction, using CNN, facial features are 

extracted. And in classification, the ReLU classifier is used 

for the classification of images. 

Rest of the paper states about proposed methodology in 

section II, section III tells about experimental result and 

section IV states about conclusions. 

II. PROPOSED METHODOLOGY 

 

In applications such as recognition of pictures and 

categorization, CNN is demonstrated as most efficacious. 

CNN is a term of deep learning and is primarily used in 

identifying vision allusion [1]- [4]. CNN architecture is 

made up of different layers and contains a number of filters 

(also called Kernel or Neurons) that have weights that gets 
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an update after every convolution [17]-[19]. Structured and 

conventional building blocks of CNN display in Fig.1. 

Layers of CNN are named as the Input layer, Convolutional 

layer, Poolinglayer, Fully connected layer, Softmax/Logistic 

layer and Output layer. 

 
 

 

Fig. 1. Structured & Conventional building blocks of CNN 

 

A. Input Layer: 

This includes image data and image data denoted by the 3D 

array. And it has to be resized into a single column. 

Example: Before input, 28 x 28 images are transformed into 

784 x 1. 

 

B. Convolutional Layer: 

In the CNN model, the Convo Layer plays an important 

role. The image function is extracted within this layer[15]. 

By reading image characteristics, convolution maintains the 

contiguous connection between elements by obtaining 

assistance from tiny pores of feeding images[21]-[25]. For 

the convolution method, Numbers of Filters is used and 

produces an activation map to be fed to the next layer of 

CNN as data. 

C.  Pooling Layer:  

After convolution of feeding images, the pooling layer was 

used to lower down the contiguous volume. It can be used 

between the two layers of convolution [14]. It can be costly 

if you add a fully connected layer after two convolutional 

layers without applying average or max pooling. The 

pooling layer offers better outcomes for such conversions. 

D.  Fully Connected Layer:  

There are kernels, weights & biases in the Fully Connected 

Layer. In general, one kernel layer is connected with the 

kernel of the next corresponding layer [6]. It is used to 

categorize images by practicing between certain forms. The 

ReLU or Softmax activation feature functionality can be 

referred to as the finishing pooling layer input (classifier). 

 

E. Logistic Layer: 

It is the final layer of the model of CNN that was put at the 

end of the layer that was completely connected. 

 

F. Output Layer: 

This is the output layer of CNN and it includes the tag that 

can be in the shape of single-hard encoded. The building 

block of the proposed CNN based face recognition schema 

can be represented in Fig. 2. And the technique is structured 

in three phases as given underneath: 

 
Fig. 1. Block diagram of the proposed technique 

 

a) Input images gets resize at a suitable size. 

b) For feature extraction, form a CNN block using ten layers 

named convolutional, max pooling, convolutional, max 

pooling, convolutional, avg pooling, convolutional, avg 

pooling convolutional and convolutional. 

c) And then, after feature extraction, the ReLU classifier is 

used for classification. 
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Fig. 2. Flow diagram of feature extraction using CNN 

 

III. EXPERIMENTAL RESULT 

 

The proposed system uses the LFW database to store more 

than 13,000 face pictures downloaded from online sources. 

And downloaded face pictures are of average size 190 x 185 

pixels. And all target pictures are resized as 80 x 95 and Fig. 

4 represents a list of face pictures used in the CNN model. 

And specification for the introduced technique can be 

discussed in Table 1. 

 

 

 
 

Fig. 3. List of pictures used in CNN model 

 

 

For training, 70% of pictures are allocated and the rest of 

30% is allocated for testing. And the proposed system 

trained for 50 epochs and the effectiveness of the introduced 

system were examined based on error rate 1, error rate 2 and 

error rate 5. Error rate 1 identify according to identity in 

between target mark and leading class, error rate 2 finds 

when target mark can be leading three prognosis and error 

rate 5 finds when target mark can be the same to one of the 

lead five prognosis. 

 

 
Fig. 4. Error rate-1 for introduced technique of CNN 

 

Table 1 The specification for introduced technique 

Size of 
feeding 

picture 

Error-1 

leading 

rate 
epochs 

Error-5 

leading 

rate 
epochs 

Rate of 

learning 

Rate 

of 

Error-
1 

Rate 

of 

Error-
5 

Size 

32x32x1 18 41 0.0010 95.9 98.0 20 

32x32x3 26 25 0.0014 94.5 95.7 10 

64x64x1 49 18 0.0010 91.0 98.5 30 

64x64x3 35 33 0.0010 84.0 98.0 10 

128x128

x1 

22 45 0.0017 87.6 98.0 30 

128x128

x3 

31 15 0.0010 92.7 99.0 20 
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Fig. 5. Error rate-5 for the introduced technique of CNN 

Fig. 5 presents Error rate-1 of the introduced model and Fig. 

6 presents Error rate-5 of the introduced model. The 

proposed building blocks of the CNN model present their 

performance by showing Fig.5 and Fig.6. And output 

obtained by targeting images from the database. 

IV. CONCLUSIONS 

 

The proposed method introduced a heuristic estimation of 

the security system of face recognition using the CNN 

model. The distinguishing features of the presented 

technique can be that method utilizes the layer 

normalization at the initial layer regarding the training step 

and it provides a method to leads to a better performance 

rate. ReLU can be employed for the classification purpose 

of images. 
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